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**ABSTRACT**

This work addresses the task of recommending relevant tags to a target object by jointly exploiting three dimensions of the problem: (i) term co-occurrence with tags pre-assigned to the target object, (ii) terms extracted from multiple textual features, and (iii) several metrics of tag relevance. In particular, we propose several new heuristic methods, which extend state-of-the-art strategies by including new metrics that try to capture how accurately a candidate term describes the object's content. We also exploit two learning-to-rank (L2R) techniques, namely RankSVM and Genetic Programming, for the task of generating ranking functions that combine multiple metrics to accurately estimate the relevance of a tag to a given object. We evaluate all proposed methods in various scenarios for three popular Web 2.0 applications, namely, LastFM, YouTube and YahooVideo. We found that our new heuristics greatly outperform previous approaches, with improvements in precision of up to 181\%, as well as another state-of-the-art technique, with improvements in precision of up to 40\% over the best baseline in any scenario. Further improvements can also be achieved with the new L2R strategies, which have the additional advantage of being quite flexible and extensible to exploit other aspects of the tag recommendation problem.

**Categories and Subject Descriptors**
H.3.1 [Information Storage and Retrieval]: Content Analysis and Indexing; H.3.5 [Information Storage and Retrieval]: Online Information Services
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1. **INTRODUCTION**

The act of associating *tags* to objects has become paramount in Web 2.0 applications, mainly due to the strong stimuli and easiness for user participation in content creation. This content, typically multimedia (e.g., images and videos), brings challenges to current multimedia Information Retrieval (IR) methods, not only due to the scale of object collections and upload rate, but also due to the (usually) poor quality of user-generated material [5]. Tags, among other textual features such as title and description, commonly associated to Web 2.0 objects, offer a good alternative for supporting content organization, dissemination, and retrieval services. In fact, recent studies have demonstrated that tags are one of the best textual features to be exploited by various IR services, such as automatic object classification [7].

In this context, tag recommendation services aim at improving the quality of the available content, and ultimately of information services that rely on them, by suggesting terms that are related to the content of a target object. Many existing strategies exploit term co-occurrence patterns in previous tag assignments in the collection, expanding an initial tag set $I_o$ of a target object $o$ with other tags that frequently co-occur together with the terms in $I_o$ [11, 22, 9, 19]. Other methods do not assume the existence of such tags in the target object, using, instead, terms extracted from other textual features [16, 25]. However, various textual features, including tags, are created by the end users, and thus, may contain a lot of noise (e.g., misspellings or unrelated terms) [7, 14]. Thus, it is important to filter such terms out of the list of recommendations or reduce their importance, favoring terms that are more “relevant” for the target object.

By relevant, we mean terms that are good descriptors of the object’s content and/or that help discriminate it from others, for supporting services such as searching and classification which typically use tags as data sources. With that in mind, some previous methods [22, 16, 25, 4] exploit metrics of relevance, such as Term Frequency (TF), either to filter out irrelevant candidates or to boost candidates with more potential. In sum, many previous methods address the problem of recommending a tag for a target object by exploiting (i) term co-occurrences with tags pre-assigned to the object, (ii) terms extracted from multiple textual features, and (iii) metrics of relevance. However, to our knowledge, most of them exploit at most two of these three dimensions.

In contrast, we here address the task of recommending \footnote{Other dimensions can also be exploited (e.g., user-object-tag relationships [10], and tag usage history [12]). Extending our methods to include them is left for the future.}
tags for a given Web 2.0 object by jointly exploiting all three dimensions. In other words, we extend traditional tag co-occurrence based approaches to include not only tags that have been previously assigned to the objects (including the target object), but also terms contained in other textual features, such as title and description. The contents of these textual features are used to extract candidate terms. We also exploit several heuristic metrics to try to capture the relevance of each such term as a recommendation for the target object. Some of these metrics, to our knowledge, have never been applied to tag recommendation before. Our approach is to model the tag recommendation problem as a multiple term candidate ranking problem. That is, we develop functions to estimate the relevance of a candidate term as a tag recommendation for a given object, thus enabling us to rank the candidates according to such estimations and recommend the most relevant ones as tags for the object.

Specifically, we propose ten tag recommendation strategies. Eight of them are heuristics built as extensions of two state-of-the-art techniques that exploit tag co-occurrence and some metrics of relevance. Our heuristics extend these previous methods by including new metrics of relevance that try to capture how accurately a candidate term describes the object’s content, and by exploiting multiple textual features. They are simple, easy to compute, and quite efficient, producing gains of up to 181% in precision over the original techniques on which they are based.

However, a number of heuristics can be devised to combine multiple metrics of relevance into a final tag recommendation function. Finding the “best” heuristic is not an easy task due to the potential large size of the search space, which, in our case, consists of all possible tag recommendation functions that can be built using the suggested metrics.

Thus, we also investigate the benefits of applying learning-to-rank (L2R) techniques for tag recommendation purposes, proposing two new strategies. One strategy exploits the traditional RankSVM method [22], whereas the other is based on Genetic Programming (GP) [3]. RankSVM and GP are here treated as meta-heuristics to generate ranking functions that combine all given metrics to accurately estimate the relevance of each given candidate term. Our motivation to use L2R methods is threefold: (1) they can effectively exploit many features in the generation of ranking functions, (2) they can be easily extended to include more features, and (3) there is a strong theoretical background on learning methods, which has been recently extended for ranking problems [27].

We evaluate the proposed tag recommendation functions, comparing them against three state-of-the-art techniques, namely Sum, the best function proposed in [22], which exploits co-occurrence of pre-assigned tags along with some document frequency statistics, LATRE [19] a very recent, efficient and effective tag co-occurrence based method, and the winner of the ECML Discovery Challenge 2009 [16], referred to here as Co-occurrence and Text-based Tag Recommender (CTTR). CTTR exploits the contents of textual features associated with the target object along with one metric of relevance, but does not consider the tags previously assigned to the target object. Our evaluation is performed with real datasets collected from three popular Web 2.0 applications: the video sharing sites YouTube and YahooVideo, and the online radio station LastFM.

Our results indicate that our best heuristic outperforms the best baseline in any scenario by up to 40% in precision and 32% in recall. This heuristic extends the LATRE baseline by incorporating a new metric that tries to capture the descriptive power of each candidate term and by exploiting multiple textual features. Moreover, some further improvements over our heuristics (up to 12% in precision) can also be achieved with our L2R based strategies, although the best of the two techniques depends on the dataset. Despite the somewhat modest improvements over our heuristics, the L2R based strategies provide a flexible framework that can be easily extended to include other metrics of relevance or to address other aspects of the tag recommendation problem.

The rest of this paper is organized as follows. Section 2 discusses related work, whereas Section 3 defines the problem and the main metrics used for tag recommendation. Section 4 introduces the methods we analyze here, while our experimental evaluation is presented in Section 5. Finally, conclusions and future work are offered in Section 6.

2. RELATED WORK

Many tag recommendation strategies exploit co-occurrence patterns computed over a history of tag assignments. In particular, some of them exploit tag co-occurrences to expand an initial set of tags $I_o$ associated with an object $o$ [22, 9, 11, 26, 15, 19]. For this purpose, Heymann et al. [11] use association rules, i.e., implications of the form $X \rightarrow y$, where the antecedent $X$ is a set of tags, and the consequent $y$ is a candidate tag for recommendation, restricting the rules by a confidence threshold. However, the authors do not provide a ranking of the recommended tags. Sigurbjornsson and Zwol [22], on the contrary, exploit simple global metrics of tag co-occurrence (e.g., confidence), applying them over all tags in the initial set to produce a final ranking of candidate tags. Some of the considered metrics, related to tag frequency, try to capture the “relevance” of each candidate. In comparison, we here consider a much richer set of metrics, including new metrics based on multiple textual features, which, as we shall see, are responsible for our largest improvements.

Due to efficiency issues, most of these strategies usually compute co-occurrences between only two tags (i.e., $X$ contains only one tag), thus possibly missing important co-occurrence relationships. To address this problem, Menezes et al. [19] propose LATRE - Lazy Associative Tag Recommendation, which computes association rules in an on-demand manner, allowing an efficient generation of more complex and potentially better rules, and producing superior results in comparison with the best method in [22].

A few other efforts do not exploit tags previously assigned to the target object, focusing, rather, on other data sources [16, 25]. Lipczak et al. [16] extract terms from other textual features (e.g., title) of the target object, expanding them by association rules, and sorting the extracted terms by their usage as tags in a training set. Wang et al. [25] use the traditional $\text{TF} \times \text{IDF}$ metric to extract and rank the most important terms from the object’s textual content.

In sum, these previous methods address the tag recommendation problem by exploiting (i) co-occurrence patterns

\[ \text{http://www.youtube.com}, \text{http://www.yahoo.com/video}, \text{and http://www.last.fm}, \text{respectively} \]
among previously assigned tags, (ii) multiple textual features, and (iii) metrics of relevance. However, to our knowledge, none of them jointly exploits all three dimensions. In contrast, in a very preliminary work [4], we investigated the benefits of combining all three approaches to perform tag recommendation, obtaining results that outperform those of some previous techniques. These preliminary findings motivated the present study, which greatly extends our prior work by proposing new metrics of relevance and several new recommendation strategies (including L2R based strategies), evaluating them on more recently collected and larger datasets, comparing them against more baselines, and reaching significantly better results.

In addition to co-occurrence and text-based strategies, other approaches have also been exploited. For example, Wu et al. [26] add image content information to rank tags. Siersdorfer et al. [21] create a graph of videos based on content similarity, and make recommendations by propagating tags through its edges, whereas Song et al. [23] exploit a bipartite graph containing tags, documents, and words. Other studies address the problem of personalized recommendation, often exploiting the history of per-user tag assignments. Collaborative filtering and FolkRank [12], as well as PITF - Pairwise Interactions Tensor Factorization [20] fall into this category. Other graph-based personalized recommendation strategies exploit social network relationships [10, 18]. We do not tackle personalization here, leaving the task of extending our strategies to address it for the future.

Finally, the only prior efforts to apply learning-to-rank techniques to recommend tags were pursued by Cao et al. [6], who exploited RankSVM, and by Wu et al. [26], who exploited RankBoost. However, the latter considered only metrics related to tag co-occurrences and image content, and did not exploit textual features, whereas the former considered only metrics related to tag frequency, disregarding tag co-occurrence metrics.

3. TAG RECOMMENDATION: PROBLEM STATEMENT AND METRICS

A Web 2.0 object refers to an instance of a media (text, audio, video, image) in a given Web 2.0 application. There are various sources of information related to an object, here referred to as its features. In particular, textual features, our main source of information, comprise the self-contained textual blocks that are associated with an object, usually with a well-defined functionality [7]. The textual features here exploited are the object tags, title and description.

We define the recommendation problem as follows. Given a tag set \( \mathcal{I}_o \), previously assigned to an object \( o \), and the set of textual features (other than tags) \( \mathcal{F}_o \), where each element \( f_i \) is the set of terms in textual feature \( i \) associated with \( o \), generate a candidate set \( \mathcal{C}_o \) and recommend the \( k \) most relevant terms of this set.

Many tag recommendation strategies, and in particular the ones proposed here, exploit co-occurrence patterns by mining relations among tags assigned to the same object in an object collection. The process of learning such patterns is defined as follows. There is a training set \( \mathcal{D} = \{(\mathcal{I}_d, \mathcal{F}_d)\} \), where \( \mathcal{I}_d (\mathcal{F}_d \neq \emptyset) \) contains all tags assigned to object \( d \), and \( \mathcal{F}_d \) contains the term sets of the other textual features associated with \( d \). There is also a test set \( \mathcal{O} \), which is a collection of objects \( \{(\mathcal{I}_o, \mathcal{F}_o, \mathcal{Y}_o)\} \), where both \( \mathcal{I}_o \) and \( \mathcal{Y}_o \) are sets of tags associated with object \( o \). However, while tags in \( \mathcal{I}_o \) are known (and given as input to the recommender), tags in \( \mathcal{Y}_o \) are assumed to be unknown and are taken as the relevant recommendations to the target object \( o \) (i.e., the expected answer). Splitting the tags of each test object into these two subsets facilitates an automatic assessment of the recommendations, as performed in [9] and further discussed in Section 5.2. This evaluation simulates the recommendation of new tags \( \mathcal{Y}_o \) to an object that already has been annotated with \( \mathcal{I}_o \). Similarly, there might be also a validation set \( V \) used for tuning parameters and “learning” recommendation functions (see Section 5.2). Thus, each object \( v \) in \( V \) also has its tag set split into input tags \( \mathcal{I}_o \) and expected answer \( \mathcal{Y}_o \).

Thus, we define associative and text-based tag recommendation methods as algorithms that estimate the relevance of a tag candidate set relying on the elements described above. Next, we present several metrics that can be used to estimate the relevance of a candidate for tag recommendation. Some of them, like \( \text{Sum}, \text{Stability}, \text{TF} \) and \( \text{Entropy} \), have been previously applied for recommending tags [22, 19, 11]. Others, such as \( \text{IFF} \) and \( \text{AFS} \), were proposed in [7] for assessing the quality of textual features on the Web 2.0, and have not been exploited for tag recommendation yet.

3.1 Tag Co-occurrence

Tag recommendation approaches based on co-occurrence usually exploit association rules, that is; implications of type \( X \rightarrow y \), where the antecedent \( X \) is a set of tags and the consequent \( y \) is a candidate tag for recommendation. The importance of an association rule is estimated based on \( \text{support} (\sigma) \), which is the number of co-occurrences of \( X \) and \( y \) in the training set, and \( \text{confidence} (\theta) \), which is the conditional probability that \( y \) is assigned as a tag to an object \( d \in \mathcal{D} \) given that all tags in \( X \) are also associated with \( d \).

As the number of rules mined from \( \mathcal{D} \) can be very large and some of them may not be useful for recommendation, minimum support and confidence thresholds (\( \sigma_{\text{min}} \) and \( \theta_{\text{min}} \), respectively) are used as lower bounds to select only the most frequent and/or reliable rules. This selection can improve both effectiveness and efficiency of the recommender.

At recommendation time, we select the rules whose antecedents are included in \( \mathcal{I}_o \), the available tags in the target object \( o \). For each term \( c \) appearing as consequent of any of the selected rules, we estimate its relevance as a tag for \( o \) as the sum of the \text{confidence} of all rules containing \( c \), i.e.:

\[
\text{Sum}(c, o, \ell) = \sum_{X \subseteq \mathcal{I}_o} \theta(X \rightarrow c), \quad (X \rightarrow c) \in \mathcal{R}, |X| \leq \ell \tag{1}
\]

where \( \mathcal{R} \) is a set of association rules computed offline over the training set \( \mathcal{D} \) given thresholds \( \sigma_{\text{min}} \) and \( \theta_{\text{min}} \), and \( \ell \) is the size limit for the association rules’ antecedents.

3.2 Discriminative Power

One may argue that recommending more infrequent terms (provided that they are not too rare) may be desirable, since they may better \textit{discriminate} objects into different cate-
gories, topics, or levels of relevance, particularly considering that several services (e.g., classification, searching) often perform IR on multimedia content by using the associated tags as data sources. This aspect can be heuristically captured by the Inverse Feature Frequency (IFF) metric [7], an adaptation of the traditional Inverse Document Frequency (IDF) that considers the term frequency in a specific textual feature (in our case, tags). Given the number of objects in the training set $|\mathcal{D}|$, the IFF of a candidate $c$ is defined as:

$$IFF(c) = \log \frac{|\mathcal{D}| + 1}{\sum_{c \in \mathcal{F}_o} f^o_{c} + 1}$$

where $f^o_{c}$ is the number of objects in $\mathcal{D}$ which contain $c$ attached as a tag. Note that $c$ may be extracted from other textual features. The value 1 is added to both numerator and denominator to deal with new terms that do not appear as tags in the training data. We note that this metric may privilege terms from other textual features that do not appear as tags in the training data. Nevertheless, this metric will be combined with the other metrics into a function, using learning-to-rank algorithms. Thus, its relative weight can be adjusted, as we describe in Section 4.

Along the same lines, one may consider that terms that are very common, such as “video” in a YouTube object collection, are too general, whereas very rare terms may be too specific or may represent noise (e.g., misspellings, neologisms and unknown words). In either case, such terms represent poor recommendations as they have very poor descriptive power. Sigurbjörnsson et al. [22] propose the Stability (Stab) metric, which gives more importance to terms with intermediate frequency values:

$$Stab(c, k_s) = \frac{k_s}{k_s + |k_s - \log(f^o_{c})|}$$

where $k_s$ represents the “ideal frequency” of a term and must be adjusted to the data collection. We here also use Stab to assess the relevance of a tag candidate, but, unlike [22], we apply it not only to tags but also to terms extracted from all textual features $\mathcal{F}_o$ associated with target object $o$.

### 3.3 Descriptive Power

We here exploit four heuristic metrics that try to capture, to some extent, the descriptive power of a candidate $c$. Two of them, Term Spread (TS) and Term Frequency (TF), were previously applied to tag recommendation. However, TS was exploited in a very preliminary study [4], whereas previous studies employing TF [25, 6] have not exploited it jointly with co-occurrence of pre-assigned tags, as we do here. The other metrics, derived from TS and TF, are applied here for the first time to tag recommendation.

We start by defining the Term Spread of a candidate $c$ in an object $o$, $TS(c, o)$, as the number of textual features (except tags, in the present context)$^4$ of $o$ that contain $c$ [7]:

$$TS(c, o) = \sum_{\mathcal{F}_{o} \in \mathcal{F}_o} j, \text{ where } j = \begin{cases} 1 & \text{if } c \in \mathcal{F}_{o} \\ 0 & \text{otherwise} \end{cases}$$

The assumption behind $TS(c, o)$ is that the larger the number of features of $o$ containing $c$, the more related $c$ is to $o$’s content. For example, if the term “Sting” appears in all features of a video, there is a high chance that the video is related to the famous singer. The maximum $TS$ is given by the number of textual features, other than tags, considered. As we here consider title and description, $TS \leq 2$.

The Term Frequency of $c$ in object $o$, $TF(c, o)$, is:

$$TF(c, o) = \sum_{\mathcal{F}_{o} \in \mathcal{F}_o} tf(c, \mathcal{F}_{o})$$

where $tf(c, \mathcal{F}_{o})$ is the number of occurrences of $c$ in textual feature $i$ of object $o$. Thus, $TF$ considers all textual features of $o$ as a single list of terms, counting all occurrences of $c$ in it. In contrast, $TS$ considers the structure of an object, composed by textual features, which are well-defined blocks of text, counting the number of blocks containing $c$.

Although both $TS$ and $TF$ try to capture how accurately a term describes an object’s content, neither of them considers that different features may present, in general, different descriptive capacities. For example, the title may describe an object’s content more accurately than other textual features [7]. Thus, we propose two other metrics, built on $TF$ and $TS$, that weight a term based on the average descriptive powers of the textual features in which it appears.

The average descriptive power of a textual feature $\mathcal{F}$ is assessed by the Average Feature Spread (AFS) heuristic [7]. Let the Feature Instance Spread of a feature $\mathcal{F}_{o}$ associated with object $o$, $FIS(\mathcal{F}_{o})$, be the average $TS$ over all terms in $\mathcal{F}_{o}$. We define $AFS(\mathcal{F})$ as the average $FIS(\mathcal{F}_{o})$ over all instances of $\mathcal{F}$ associated with objects in the training set $\mathcal{D}$. We then define weighted $TS$ and $TF$ metrics as:

$$wTS(c, o) = \sum_{\mathcal{F}_{o} \in \mathcal{F}_o} j, \text{ where } j = \begin{cases} AFS(\mathcal{F}) & \text{if } c \in \mathcal{F}_{o} \\ 0 & \text{otherwise} \end{cases}$$

$$wTF(c, o) = \sum_{\mathcal{F}_{o} \in \mathcal{F}_o} tf(c, \mathcal{F}_{o}) \times AFS(\mathcal{F})$$

### 3.4 Term Predictability

Another important aspect for tag recommendation is term predictability. Heymann et al. [11] measure this characteristic through the term’s entropy. The entropy of term $c$ in the tags feature, $H^{tags}(c)$, is defined as:

$$H^{tags}(c) = - \sum_{(c \rightarrow i) \in \mathcal{R}} \theta(c \rightarrow i) \log \theta(c \rightarrow i)$$

If a term occurs consistently with certain tags, it is more predictable, having lower entropy. Terms that occur indiscriminately with many other tags are less predictable, thus having higher entropy. In other words, $H^{tags}(c)$ measures the concentration of confidence values of all association rules whose antecedent is $c$. If a term is absent in the training set, it receives an arbitrarily high entropy, as, in this case, the result is not a real number. Term entropy can be useful particularly for breaking ties, as it is better to recommend more “consistent” or less “confusing” terms. Whereas term entropy was used in [11] only to evaluate recommendations, we here apply it as an input to the recommendation functions.

### 4. TAG RECOMMENDATION STRATEGIES

We now turn our attention to the analyzed tag recommendation strategies. We start by describing, in Section 4.1, the three baselines, which, as previously mentioned, exploit at most two of the following: term co-occurrence with

$^4$We do not include tags to compute any of the descriptive power metrics, as it does not make sense to use tags previously assigned to the target object as candidates for recommendation.
pre-assigned tags, multiple textual features and metrics of relevance. Next, in Section 4.2, we introduce our new heuristics, which exploit these three dimensions and include novel relevance metrics. Our learning-to-rank based strategies, which also exploit the three dimensions as well as a larger set of relevance metrics, are presented in Section 4.3.

4.1 State-of-the-Art Baselines

Our first baseline is \textit{Sum+}, the best function proposed in [22], which exploits both tag co-occurrences and metrics of relevance. It extends the \textit{Sum} metric (Eq. 1) by weighting the confidence values by the \textit{Stability} of the terms in the antecedent and consequent of the corresponding association rules, which are here generated by the \textit{Apriori} algorithm [1].

Given a candidate \(c\) for an object \(o\), \textit{Sum+} is defined as:

\[
\text{Sum}^+(c, o, k, k_c, k_r) = \sum_{x \in I_o} \theta(x - c) \times \text{Stab}(x, k_x) \times \text{Stab}(c, k_c) \times \text{Rank}(c, o, k_r)
\]

where \(k_x\), \(k_c\), and \(k_r\) are tuning parameters. \(\text{Rank}(c, o, k_r)\) is equal to \(k_r/(k_c + p(c, o))\), where \(p(c, o)\) is the position of \(c\) in the ranking of candidates according to the confidence of the corresponding association rule. This factor is employed to make confidence values decay smoother.

\textit{Sum+}, as most co-occurrence based strategies [22, 9], restricts the size of the association rules to only one tag in the antecedent (i.e., \(\ell=1\)) due to efficiency issues. In contrast, \textit{LATRE} - Lazy Associative Tag Recommender [19], our second baseline, is able to efficiently generate larger association rules by doing it on demand. This is in contrast to other strategies (e.g., \textit{Apriori}), which compute all rules from the training set beforehand (i.e., offline), possibly including rules that might not be useful when recommending for objects in the test set. \textit{LATRE} ranks each candidate \(c\) by the sum of the confidences of all rules containing \(c\). That is, it uses the \textit{Sum} metric (Eq. 1) with \(\ell \geq 1\), thus exploiting solely co-occurrence patterns. We note that two variations of \textit{LATRE}, with and without calibration, are presented in [19]. We here consider the \textit{LATRE} without calibration since it has lower complexity and, according to [19], produces very similar results to those obtained with calibration, with no significant differences in most cases.

Our third baseline is \textit{Co-occurrence and Text Based Tag Recommender (CTTR)}, which exploits terms extracted from other textual features and a metric of relevance, but does not consider tags previously assigned to the target object. CTTR is an adaptation of the winner of the ECML Discovery Challenge 2009 [16], which, in addition to both aforementioned aspects, also takes the user tag assignment history into account to provide personalized recommendations. We here do not include user statistics in CTTR as we aim at providing recommendations for a target object, thus leaning personalization for future work. We note however that, comparing our methods, which also consider terms extracted from other features, against CTTR allows us to assess the benefits of applying our metrics of relevance to such terms and to exploit co-occurrence of previously assigned tags.

In a nutshell, CTTR first extracts term candidates from the title and the description of the target object. For each such term \(c\), it assigns a basic score, which is the fraction of objects containing \(c\) in the given textual feature (title or description) that also contain \(c\) as a tag. The authors then use a \textit{leading precision rescorer} for weighting the different candidate sources, thus producing new scores for each term \(c\). These new scores are then merged in a probabilistic sum. Terms extracted from the title (first step) as well as from the title-description merge are then expanded through association rules\(^5\). CTTR distinguishes two types of co-occurrences: (1) between tags, in which the antecedents are tags in the objects of the training set, and (2) between terms in the title of an object and its tags, in which the antecedents are terms in the titles of such objects. At recommendation time, the sets of rules related to the extracted terms are combined using corresponding scores. As a final step, the scores obtained from the association rules and from the title and description of the target objects are rescored once again, and merged, resulting in the final ranking. We omit a detailed description of CTTR due to space constraints.

4.2 Our New Heuristics

Our new heuristics extend the \textit{Sum+} and \textit{LATRE} baselines to also include one of the four metrics of descriptive power, i.e., \(TF, TS, wTFS\) or \(wTS\) (Section 3.3). We thus propose eight new ranking functions composed by a weighted linear combination of the output of \textit{Sum+} (or of \textit{LATRE}) and one of the four metrics. Let \(DP\) be the selected metric, and \(c\) be a candidate term for target object \(o\). The proposed heuristics have the following general structures:

\[
\text{Sum}^+DP(c, o, k, k_c, k_r, \alpha) = \alpha\text{Sum}^+(c, o, k, k_c, k_r) + (1 - \alpha)DP(c, o)
\]

\[
\text{LATRE} + DP(c, o, \ell, \alpha) = \alpha\text{Sum}(c, o, \ell) + (1 - \alpha)DP(c, o)
\]

Parameter \(\alpha\) \((0 \leq \alpha \leq 1)\) is used as a weighting factor. Note that \textit{Sum} and \textit{Sum+} are computed only over candidates generated from the association rules, whereas \(DP\) (i.e., \(TS, TF, wTS\) or \(wTFS\)) is computed for terms extracted from other textual features of target object \(o\).

4.3 Learning-to-Rank Based Strategies

We here investigate the potential benefits of applying L2R techniques to the tag recommendation problem. The basic idea is to use such algorithms to “learn” a \textit{good ranking function} based on a list \(\text{Lmetrics}\) of metrics of relevance. We here consider both the traditional RankSVM method (Section 4.3.1) and the Genetic Programming (GP) framework (Section 4.3.2). In both cases, \(\text{Lmetrics}\) includes \(sum, IFF, Stab, TS, TF, wTS, wTF, H^{pos}\) and \textit{Sum+}, defined in Eqs. 1-9. In particular, we include \(sum\) with \(\ell=3\), as used by the \textit{LATRE} baseline. We also include in \(\text{Lmetrics}\) two other functions, called \textit{Vote} and \textit{Vote+}, proposed in [22]. For a given candidate \(c\) and target object \(o\), \textit{Vote}(c, o) is the number of association rules whose antecedent is a term in \(I_o\) and whose consequent is the candidate term \(c\). \textit{Vote+}, like \textit{Sum+}, is built from \textit{Vote} by weighting each vote by the Stabilities of both antecedent and consequent. That is:

\[
\text{Vote}(c, o) = \sum_{x \in I_o} j, \text{ where } j = \begin{cases} 1, & \text{if } x = c \in R \\ 0, & \text{otherwise} \end{cases}
\]

\[
\text{Vote}^+(c, o, k, k_c, k_r, \ell) = \sum_{x \in I_o} j \times \text{Stab}(x, k_x) \times \text{Stab}(c, k_c) \times \text{Rank}(c, x, k_r), \text{ where } j = \begin{cases} 1, & \text{if } x = c \in R \\ 0, & \text{otherwise} \end{cases}
\]

For both proposed strategies, the candidate tags \(C_o\) for each object \(o\) include all terms generated by \textit{LATRE} and \textit{Sum+}.

\(^5\)We here apply the \textit{Apriori} method.
all terms extracted from other textual features. For each candidate $c \in C_o$, for each object $o$, we compute all metrics in $L_{\text{metrics}}$ using the training set $D$ (e.g., for Stab, IFF) and the textual features associated with $o$. Each candidate $c$ is then represented by a vector of metric values $M_c \in \mathbb{R}^m$, where $m$ is the number of considered metrics. We also assign a binary label $Y_c$ to each candidate $c$ for each object $o$ in validation set $V$, indicating whether $c$ is a relevant recommendation for $v$ $(Y_c=1)$ or not $(Y_c=0)$, based on the contents of $Y_v$. Note that we use training set $D$ only to extract the association rules and to compute the metrics, relying on validation set $V$ to learn the solutions (see discussion in Section 5.2). Thus, we only assign labels $Y_c$ for objects in $V$. The learned model, i.e., ranking function $f(M_c)$, is then applied to each candidate $c$ for each object $o$ in the test set. All reported results are based on the performance on the test sets. Next, we describe how we applied RankSVM and GP to the tag recommendation problem.

4.3.1 RankSVM Based Strategy

RankSVM is based on the state-of-the-art Support Vector Machine (SVM) classification method [13]. We use the SVM-rank tool\(^8\) to learn a function $f(M_c)=f(W, M_c)$, where $W = \langle w_1, w_2, ..., w_m \rangle$ is a vector of weights associated with the considered metrics (i.e., $W \in \mathbb{R}^m$). $W$ is learned by a maximum-margin optimization method that tries to find a hyperplane, defined by $W$, that best separates the “closest” candidate tags (represented by their metric vectors in $\mathbb{R}^m$) belonging to two different levels of relevance (i.e., relevant and irrelevant) assigned to each object-candidate pair in the training. They are employed to produce ranking statements (i.e., relevant tags must precede irrelevant ones), which in turn are used as input to the RankSVM learning process. At recommendation time, $f(M_c)$ is used to rank all candidates for target object $o$ according to their relative distances to the separating hyperplane.

RankSVM has two main parameters, namely, the type of kernel function, which indicates the structure of the solution function, and cost $C$ which controls the penalty given to classification errors in the training process. RankSVM is still a very competitive performer when considering average results across all collections in the LETOR 3.0 L2R benchmark\(^9\), besides being readily available for experimentation, unlike other methods, which are proprietary.

4.3.2 GP Based Strategy

We apply GP to find a good ranking function $f(M_c)$ for tagging recommendation purposes. This is done through the evolution of a population in which each individual represents a different ranking function. This evolution is inspired on the biological mechanisms of natural selection and survival of the “strongest” or most “adapted” individuals. Next, we provide an overview of a GP algorithm, and introduce how we model the tag recommendation problem with it.

Overview of the GP Framework

Genetic Programming (GP) implements a global search mechanism. A GP algorithm evolves a population of tree-represented individuals (i.e., the solutions for the problem at hand), created from a set of terminals and functions related to the target problem. In each generation of the evolutionary process, individuals are evaluated according to a specific quality metric, calculated by a Fitness function. That is, the Fitness value is used as a criterion to select the best individuals, which will transmit their characteristics to the future generations through operations like crossover and mutation. We here implement the tournament selection method, which randomly chooses, with replacement, $k$ individuals from the population and takes the one with highest Fitness value.

While the number of new individuals is smaller than the desired population size $n$, two individuals are picked through the adopted selection method, and, with probability $p_c$, have their “genetic material” exchanged in the crossover operation to generate a new individual. That is, we randomly choose one node of each of the two trees (the two individuals) and exchange the subtrees below them. The role of the crossover operation is to combine good solutions towards the most promising solutions in the search space. Moreover, with probability $p_m$, the mutation operation is performed to introduce new individuals (i.e., solutions) in the population, increasing its diversity. This is useful, for example, to avoid that the whole evolutionary process gets trapped in local minima during the search process. Here, the mutation of an individual (i.e., a tree) is performed by first randomly selecting one of its nodes, and then replacing it (and its corresponding subtree) by a new randomly generated subtree, without exceeding a maximum tree depth $d$.

The whole process is repeated until a target Fitness value $f_{\text{target}}$ or a maximum number of generations $g$ is reached. At the end, the individual with best fitness value, which usually belongs to the last generation in the evolutionary process, is chosen as the final solution for the problem.

GP is an effective non-linear method that has been successfully employed when there is a large search space and a goal to be optimized, having produced results close to the optimal in many applications [3]. Indeed, GP has been applied to various Information Retrieval tasks such as classification, search/ranking and image retrieval (e.g., [27]). However, to our knowledge, we are the first to apply it to tag recommendation. Our motivations are twofold. First, in comparison with RankSVM, GP exploits a different learning paradigm, which directly optimizes a target function (e.g., recommendation precision). Second, GP has been demonstrated to be competitive with other learning-to-rank techniques such as RankSVM itself and RankBoost [27, 8]\(^8\). As we shall see, GP outperforms RankSVM in a few scenarios being statistically tied with it in many others.

GP Applied to Tag Recommendation

To apply GP to tag recommendation, we need to define the tree representation of an individual, which, in our case, is a tag ranking function, and a Fitness function. A tree is composed of terminals (leaves) and non-terminals (internal nodes). We choose the sum (+), subtraction (−), multiplication (×), division (/) and natural logarithm (ln) operations as non-terminals. The terminals are composed of variables and constants (uniformly distributed between 0 and 1). The variable set includes the (values of the) metrics in the given $L_{\text{metrics}}$ list, which, for a candidate $c$, is given by vector $M_c$. To ensure the closure property, we implemented protected di-


\(^8\)In some initial tests with RankBoost and with an associative method for learning-to-rank [24], we found them to be very inefficient to train for the size of our collections.
vision and logarithm, such that these operators return the default value 0 when their inputs are out of their domains. As an example, a tree representing function \( \text{Sum} + 0.7 \times TS \) contains operation “+” as root, with variable “Sum” and operation “\( \times \)” as its children. Internal node “\( \times \)”, in turn, has constant “0.7” and variable “TS” as children.

The fitness of an individual in this context represents the quality of the recommendations produced by the corresponding ranking function, which is here assessed in terms of the precision of the top-\( k \) terms in the ranking of recommended terms\(^6\). Given a ranking function \( f(M_e) \), let \( \mathcal{Y}_o \) be the set of relevant tags for an object \( o \) (identified by labels \( \mathcal{Y}_c \)). \( R^f_{k,o} \) be the ranked recommendations produced by \( f(M_e) \) for \( o \), and \( R^f_{k,o} \) the top \( k \) elements of \( R^f_{k,o} \). The quality of the recommendations produced by \( f \) for \( o \) is measured as:

\[
P@k(R^f_{k,o}, \mathcal{Y}_o, f) = \frac{|R^f_{k,o} \cap \mathcal{Y}_o|}{\min(k, |\mathcal{Y}_o|)}
\]

(14)

The fitness (i.e., quality) of ranking function \( f(M_e) \) is then computed as the average \( P@k \) over all recommendations produced by \( f(M_e) \) in a sample of objects of size \( s \), extracted from validation set \( \mathcal{Y} \).

5. EXPERIMENTAL EVALUATION

In this section, we first present the data sets used to evaluate the tag recommendation strategies (Section 5.1) as well as our evaluation methodology (Section 5.2). We then describe how we parameterized each strategy (Section 5.3), and discuss a set of representative results (Section 5.4).

5.1 Data Collections

We evaluate the tag recommendation methods on three datasets, each containing the title, tags and description associated with real objects from LastFM, YouTube and YahooVideo. The LastFM and YouTube datasets were collected in August 2009, following a snowball sampling. That is, starting from a set of users (the most popular users) selected as seeds, the crawler recursively collects the objects posted by them and follows their social links to other users, collecting the objects posted by them. Our datasets include the textual features associated with 2,758,992 LastFM artists and with more than 9 million YouTube videos. The YahooVideo dataset was also gathered by snowball sampling, but using the most popular objects as seeds and following links of related videos\(^6\). It was gathered in October 2008, and contains the features of 160,228 objects. The YahooVideo dataset was the same used in [4], whereas the other two were collected more recently and are significantly larger than the collections analyzed in that work\(^1\).

We considered only objects with textual features in English, and used the Porter Stemming algorithm\(^1\) to remove the affixes of each word in each collected feature. Stemming was used to avoid trivial recommendations such as simple variations of the same word (e.g., plural). We also removed stopwords and terms that are either too frequent (with more than 100,000 occurrences) or too rare (with fewer than 30 occurrences), as such terms are poor recommendations [22].

5.2 Evaluation Methodology

Similarly to [9, 20, 19, 10], we adopt a fully-automated evaluation methodology: we use a subset of the object’s pre-assigned tags as an expected answer for the recommendation, that is, as the relevant tags for that object. As such, these tags are disregarded for the computation of metrics of relevance. This methodology was adopted because the manual evaluation of tag relevance is a very expensive process that may be affected by the subjectivity of human judgments. We note that the results obtained according to the proposed methodology represent lower bounds, as some of the recommended tags, although not in the expected answer, might still be considered relevant for the given object.

Following the proposed methodology, for each object \( o = (\mathcal{I}_o, \mathcal{F}_o, \mathcal{Y}_o) \) in the test and validation sets, we randomly select half of its tags to be included in \( \mathcal{I}_o \). The other half are included in \( \mathcal{Y}_o \), the expected answer for \( o \). We also use title and description as textual features in \( \mathcal{F}_o \), for each object \( o \).

We use the \( P@k \) metric (Eq. 14) with \( k=5 \) as the primary metric to evaluate all recommendation strategies. We also measure the recall and the mean average precision (MAP) of the recommendations. Recall is the fraction of the set of relevant tags for an object that were indeed recommended, whereas MAP considers the order in which tags are recommended, emphasizing ranking relevant tags higher [2].

We evaluate each recommendation method on each dataset in two scenarios. In the former, we divide each dataset into three object subsets based on the number of tags available in the object, so that each subset contains roughly the same number of objects, as shown in Table 1. We refer to the subsets as the smallest, medium or largest interval, referring to the range of number of tags per object in each of them. We evaluate each method separately for each subset, thus assessing its effectiveness under different amounts of training data. In a second, mixed scenario, we consider each dataset entirely, thus building a solution for a more heterogeneous object set. Thus, in the first scenario, we compute tag co-occurrence patterns and other metrics of relevance, “learn” solutions and perform parameter tuning for each subset separately, thus building more specialized recommendation functions. In the mixed scenario, a single function is built for all objects, with obviously lower cost.

For the first scenario, we randomly sample 50,000 objects from each subset (40,000 for YahooVideo). For the second scenario, we use a sample consisting of the combination of all three subset samples used in the first scenario. In both cases, each sample is divided into five equal-sized portions, which are used in a five-fold cross validation. That is, three

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Smallest Interval</th>
<th>Medium Interval</th>
<th>Largest Interval</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>#Tags/ object</td>
<td>#Tags/ object</td>
<td>#Tags/ object</td>
</tr>
<tr>
<td>LastFM</td>
<td>2-4</td>
<td>63.9/4</td>
<td>93.9/90</td>
</tr>
<tr>
<td></td>
<td>5-6</td>
<td>91.9/80</td>
<td>73.9/507</td>
</tr>
<tr>
<td></td>
<td>7-11</td>
<td>78.4/80</td>
<td>75.4/89</td>
</tr>
<tr>
<td>Yahoo</td>
<td>2-6</td>
<td>43.9/53</td>
<td>54.9/143</td>
</tr>
<tr>
<td></td>
<td>7-11</td>
<td>12-52</td>
<td>49.9/32</td>
</tr>
</tbody>
</table>
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portions are treated as training set (D), which is used for extracting association rules and computing all metrics. A fourth portion is used as validation set V, which, in turn, is used to “learn” the solutions (i.e., to compute the Fitness function in the GP evolutionary process, and to learn vector W in RankSVM) and to tune parameters of all recommendation methods (including the RankSVM based strategy, using cross-validation in V). The last portion is used for testing.

Note that, our use of the 5-fold cross-validation process for both L2R based strategies is slightly different from the traditional use: we learn the ranking function and select parameter values in the validation set V. We do so to avoid overfitting, which could occur if the solutions were learned in the same set from which association rules and metrics were extracted (i.e., training set D), as metrics derived from the rules could be over-inflated.

Note that, our use of the 5-fold cross-validation process for both L2R based strategies is slightly different from the traditional use: we learn the ranking function and select parameter values in the validation set V. We do so to avoid overfitting, which could occur if the solutions were learned in the same set from which association rules and metrics were extracted (i.e., training set D), as metrics derived from the rules could be over-inflated.

We argued that our experimental design is fair because: 1) we do not use any privileged information from the test set in which results of all methods are reported; 2) all parameters are discovered in the same validation set; 3) our collections are large enough for effective learning, even when we conduct cross-validation in V for parameterization (e.g., results in these preliminaries experiments are basically identical to the ones reported in the test with the discovered parameters); and 4) the very tight confidence intervals reported in our results (Section 5.4) are evidence of low variation and thus learning convergence. Moreover, having a large amount of training data to generate the tag co-occurrence rules can help increasing the coverage of the rules (i.e., more co-occurrences can be potentially found), thus generating more candidates and more precise metric values. This benefits all methods.

### 5.3 Parameterization

Our evaluation starts with a series of experiments with the validation set V to find the best parameters of each method. The results of such experiments are omitted due to space constraints. In summary, we found that, for both $Sum^+$ and $Sum^+DP$ (for $DP$ equal to TS, TF, $wTS$ and $wTF$), the best parameters are $k_r=k_s=k_c=5$. Best results for $\alpha$ varied between 0.7 and 1.0. We search for the aforementioned parameters sequentially, varying one of them at each time and fixing the others. For LATRE, LATRE+DP and L2R based strategies, we set $f=3$, as in [19]. We also set $k_s$, parameter of the Stab metric, equal to 5. Parameters $\sigma_{min}$ and $\theta_{min}$ directly impact the number of association rules generated, thus affecting the processing time of the recommender. We look for a good trade off between processing time and recommendation precision. The lower $\sigma_{min}$ (or $\theta_{min}$), the larger the number of rules, thus, the longer the processing time. In most cases, precision decreases as $\sigma_{min}$ and $\theta_{min}$ increase, particularly when fewer tags are provided, as the number of generated candidates is already small in this case.

### Table 2: Selected Values for Subset of Parameters of Analyzed Recommendation Methods.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>LastFM</th>
<th>YahooVideo</th>
<th>YouTube</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sigma_{min}$</td>
<td>2</td>
<td>Smallest</td>
<td>Mixed</td>
</tr>
<tr>
<td>$\theta_{min}$</td>
<td>2</td>
<td>Medium</td>
<td>Largest</td>
</tr>
<tr>
<td>$\alpha(Sum^+DP)$</td>
<td>0.95</td>
<td>0.95</td>
<td>0.95</td>
</tr>
<tr>
<td>$\sigma(LATRE+DP)$</td>
<td>0.99</td>
<td>0.95</td>
<td>0.95</td>
</tr>
</tbody>
</table>

However, when the number of input tags is larger, the choice of thresholds can be more aggressive with no significant impact on precision. Thus, we chose $\sigma_{min}$ and $\theta_{min}$ so that the precision loss, with respect to results for $\sigma_{min}=\theta_{min}=0$, is under 3%. Table 2 shows the selected values of some parameters. The chosen values for $\sigma_{min}$ and $\theta_{min}$ are the same for all co-occurrence based methods.

For RankSVM, we tested two kernel functions, Linear and Radial Basis (RBF), choosing the former as the latter did not scale to our data sets. Using cross-validation in V, we also varied cost $j$ between $10^{-3}$ and $10^4$, finding that the best choice was $j=100$, in most cases. We also tried different strategies to normalize our feature vectors, including L2-norm, z-score and the LETOR normalization procedure [17], with no improvements. Thus, the results reported here refer to non-normalized data. For the GP based strategy, we experimented, using V, with population sizes $n$ equal to 50, 100, and 200, selecting $n=200$, as the larger population allows a greater coverage of the solution space, leading to better results. For this population size, the algorithm converges (i.e., Fitness values stop improving) before 200 generations, value assigned to $g$. We fixed $k=2$, and set $d=7$, $p_m=0.6$ and $p_m=0.1$, as usually done in the literature [3]. Computing the Fitness during the evolutionary process over all validation objects can be infeasible. Thus, we used a sample of $s=500$ of those objects, as this was enough to learn functions that are more effective than our heuristics.

### 5.4 Representative Results

We now discuss the most relevant results of our new tag recommendation methods (8 heuristics and 2 L2R based strategies), comparing them against the 3 baselines. Table 3 shows $P@5$ results for all methods, datasets and scenarios. Recall and MAP results are omitted due to space constraints. We comment on them whenever appropriate.

All reported results are averages over 5 folds (test sets). For the GP-based strategy, which is stochastic, each experiment is repeated 5 times. Thus, results are averages over 25 runs (5 folds, 5 seeds). Table 3 also shows 95% confidence intervals, indicating that, with that confidence, results deviate from the reported means by up to 3%. For each dataset, the table is broken into 3 blocks: baselines, new heuristics and L2R based methods. Best results and statistical ties (according to a 2-sided t-test with $p$-value $< 0.05$), within each block are shown as shaded entries. Best overall results (and statistical ties) are shown in bold.

We start with a general finding. The improvements obtained with our methods over the baselines are more modest in the LastFM dataset. This is possibly due to two factors: (1) there tends to be less overlap between the contents of title, description and tags associated with the same object on LastFM [7], which leads to a greater concentration of TS (and $wTS$) around small values, making it difficult to distinguish “good” from “bad” terms using these metrics; and (2) the number of tags per object tends to be smaller in our
LastFM dataset (e.g., 48% and 73% of our YahooVideo and YouTube objects have fewer than 10 tags, against 88% of LastFM objects). These factors limit the benefits from using TS and wTS and from exploiting co-occurrence patterns among pre-assigned tags in that dataset.

We now turn our attention to the relative performance of specific methods, starting with the baselines. Consistently with [19], we find that LATRE outperforms \( \text{Sum}^+ \) (up to 25% in P@5, 33% in recall, and 31% in MAP) in most cases. However, TTTR appears as a good alternative to LATRE in a few cases, particularly on YouTube (gains in P@5, recall and MAP of up to 111%, 63% and 75%).

Considering the best baseline in each scenario and dataset, we find that our heuristics produce gains in P@5 of as much as 40%, and in recall and MAP of up to 32% and 62%, respectively. Thus, introducing a metric of descriptive power can greatly improve recommendation effectiveness, particularly for objects with smaller number of tags (smallest interval). This is because fewer available tags restrict the benefits from exploiting tag co-occurrence. In such cases, our heuristics greatly benefit from also exploiting descriptive metrics.

Comparing each new heuristic with the original method on which it was based (\( \text{Sum}^+ \) or LATRE), we find that our heuristics provide gains of up to 181% in P@5, 116% in recall, and 186% in MAP (e.g., \( \text{Sum}^+ \) wTS over \( \text{Sum}^+ \) on the smallest interval of YouTube). As discussed, the gains for LastFM are more modest (e.g., up to 46% in P@5). In comparison with TTTR, the gains in P@5, recall and MAP reach 98%, 32% and 96%, respectively, indicating great benefits from exploiting co-occurrences with tags previously assigned to the target object as well as descriptive metrics.

Among the new heuristics, the most promising one is LATRE+wTS, as it yields the best results in most cases. To reach this conclusion, we make two observations. First, for any given descriptive metric DP (i.e., TS, TF, wTS or wTF), LATRE+DP outperforms \( \text{Sum}^+ \)DP in most cases (up to 15% in P@5, 20% in recall, and 15% in MAP), confirming the benefits of exploiting more complex association rules. In the few cases where \( \text{Sum}^+ \)DP outperforms LATRE+DP, the gains in P@5 are under 3%. This happens specifically in LastFM, where, in general, the differences between \( \text{Sum}^+ \)DP and LATRE+DP are smaller, possibly due to the smaller number of tags per object which restricts the number of more complex rules that can be mined. Conversely, the improvements of LATRE+DP over \( \text{Sum}^+ \)DP tend to be higher for objects with larger number of tags, particularly on YouTube and YahooVideo.

Our second observation is that, comparing all four descriptive metrics, wTS tends to yield the best results (or close to them), often followed by wTF, TS and TF. In particular, the use of wTS in LATRE+wTS, as opposed to the traditional TF metric, leads to gains of up to 8.3% in P@5. This is mainly because wTS considers that objects are composed of different features which may have different descriptive capacities. TF, in turn, tends to favor very frequent terms, even those appearing in a single feature, which are often less relevant than terms appearing in multiple features.

Turning our attention to the L2R based strategies, both methods provide some further improvements. For instance, the gains in P@5 and MAP obtained with the RankSVM based strategy over LATRE+wTS can reach 4.8% and 3.2%, respectively. With the GP based strategy, corresponding gains reach 12% and 10% (e.g., largest interval on LastFM).

Thus, improvements are, in general, somewhat modest, although they can be more significant in a few specific cases. In terms of recall, results are the same as the three strategies generate the same candidates for each object.

Such overall modest improvements are due to the fact that both GP and RankSVM, in spite of receiving a list of objects, do not exploit all the features in the list (e.g., 48% and 73% of our YahooVideo and YouTube datasets). This indeed is one of the factors that limits the potential of these methods.

Considering all datasets and scenarios, \( \text{Sum}(c,a,3) \) occurs in 95% of the generated functions. The next most frequent metric is wTS, which occurs in 74% of the functions. \( \text{IFF} \) comes next, occurring in 49% of the functions. All other metrics appear in less than 25% of the functions. Similarly, we also analyzed the weight vector \( \mathbf{W} \) learned by RankSVM, finding that the largest weights, on average, are indeed associated with \( \text{Sum}(c,a,3) \) and wTS.

Although the L2R strategies yield only modest gains over our best heuristic, we note that they provide flexible frame-
works that can be easily extended to incorporate new metrics and to exploit other aspects of the tag recommendation problem (e.g., personalization). We also note that, after the offline training step, the use of the functions generated by either GP or RankSVM, at recommendation time, does not incur in significant extra processing time in relation to the best heuristic. One possible source of delay for all of them is the on-demand generation of association rules by LATRE. However, as shown in [19], LATRE’s average processing time is well-suited for real-time recommendation.

The best L2R based strategy depends on the dataset. On LastFM, the GP based method leads to somewhat better results (up to 10% in \( P\% \) for the largest interval), whereas on YahooVideo and YouTube, there is a statistical tie in most object sets with a slight advantage for either method over the other in a few cases. Comparing both solutions in terms of training time on our datasets, we also find that the most efficient technique depends on the dataset. For instance, the GP based method requires, on average, 63.5, 50.4 and 30.6 minutes to train on the LastFM, YouTube and YahooVideo datasets, respectively, running on an Intel 2.83GHz Quad-Core with 8GB RAM. Corresponding numbers for RankSVM are 100.8, 28.3 and (surprisingly) 0.81 minutes. We also note that, except on the YahooVideo dataset, RankSVM’s training time exhibits a much higher variability across different folds than GP. We computed 95% confidence intervals for the training times measured over a fixed number of folds, and observed that GP training times deviate from the means by up to 10%, whereas RankSVM results deviate by as much as 48%. In other words, RankSVM’s training time seems much more sensitive to the inherently difficulties of the input data.

6. CONCLUSIONS AND FUTURE WORK

In this paper, we proposed several new tag recommendation strategies that jointly exploit term co-occurrence with pre-assigned tags, multiple textual features and metrics of relevance. We proposed and evaluated eight new heuristics and two learning-to-rank based strategies, comparing them against three state-of-the-art techniques, in various datasets and scenarios. Our results indicate that our best heuristic, LATRE \( + wTS \) provides gains of up to 40% in terms of precision, 32% in recall and 62% in MAP, over the best baseline in any analyzed scenario. Some further improvement (up to 12% in precision) can also be achieved with the RankSVM and GP based methods, although the best learning-to-rank strategy depends on the specific dataset. These results illustrate the benefits of jointly exploiting the three aforementioned dimensions, particularly metrics of descriptive power. Moreover, the use of learning-to-rank techniques arise as a promising solution, as they yield very competitive results while still being quite flexible, allowing the easy inclusion of new metrics and the extension of the scope of the problem.

Future work includes a manual evaluation of our solutions and extensions to address personalized recommendation.
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